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Abstract

Cointegration analysis has been used widely to quantify market integration through price arbitrage. We show that price variations are caused in this framework by: (i) the magnitude of price shocks; (ii) the correlation of price shocks; (iii) within-period arbitrage; (iv) between-period arbitrage. We show formally that identification of each component depends upon sampling frequency. We measure the variation of these components across time and space using English weekly wheat price data, 1770-1820. We show that conclusions about arbitrage are sensitive to the precise form of cointegration model used; that the different components behave differently; and that different explanations – in terms of transport and information – are needed to explain the components. Previous analyses need to be interpreted with caution.
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1. Introduction

The last decade has seen many papers analysing market integration using data sets for many countries and time periods and a variety of econometric methods: Federico (2012) provides a comprehensive survey. The simplest way to analyse integration is to look at a measure of contemporaneous price dispersion (typically the coefficient of variation) and then see how that changes over time (see, for example, Jacks, 2011; he uses the same data as we use in this paper). Alternatively one can use more sophisticated econometric techniques to analyse the prices jointly (i.e. a vector-auto-regressive approach such as that of Ejrnæs, Persson and Rich, 2008, or Studer, 2008; these build on the seminal work of Ravallion, 1986).

Federico (2012) notes that there are two requirements for distinct markets to be integrated: (i) the long-run equilibrium should have similar prices in the different markets (the Law of One Price, or “LOOP”); and (ii) in the short run price differences should correct relatively quickly if the equilibrium is disturbed (which Federico refers to as “efficiency”). Econometric time-series models using cointegration techniques potentially have the ability to confirm that LOOP characterises prices in the long run and to estimate the speed with which price differentials are arbitraged away.

Phillips (1991) shows that estimating and testing long-run relationships – which is LOOP for our purposes – is typically unaffected by data problems, so long as there is a sufficiently long span of data. Since many economic historical studies use very long spans of data, this is generally not a problematic aspect of the literature. Therefore most of our analysis here is devoted to the second issue – namely the speed of adjustment towards equilibrium – and we take LOOP as given.

In our analysis we make two methodological points. First, we quantify the significance of using high-frequency (weekly) data to estimate the dynamics of price movements. Although it is well understood that higher frequency data are better, we have seen no attempt to put a number on just how much empirical results depend upon the
frequency of observation. Second, much of the literature measures market efficiency using the “half life” (that is, the time for half of a price disequilibrium to be corrected). It does this using a Vector Error Correction Model (VECM) with no additional lags. We show that this model typically does not fit the data and hence conclusions about market efficiency using this model are misleading. In particular, it is not possible to construct a simple estimate of the half life and it is better to estimate the full impulse response function.

Stepping back from these econometric concerns, we turn to the determinants of market efficiency during the Revolutionary and Napoleonic Wars. Throughout this period market integration would be expected to have improved due to better canals and road transport (Bogart, 2005). The implicit model in much of the market integration literature is that prices are hit by random shocks and then arbitrage, dependent upon transport links, results in prices moving back to equilibrium. This seems to ignore another important ingredient – namely the role of information transmission. If information about changes in demand and supply reaches all markets at roughly the same time, then prices need never move out of equilibrium at all. This is true even if transportation of goods is to take place in the future, since, unless credit markets are completely dysfunctional, agents can calculate that such arbitrage will occur and immediately alter their prices accordingly.

To test the importance of information transmission, we estimate models of market efficiency with both transport and communication variables as possible explanators. We show that market efficiency increased in England during the period 1770-1820, even during the Revolutionary and Napoleonic Wars. During that conflict the magnitude of shocks to the grain market increased, but there was an underlying improvement in

---

3 Taylor (2001) shows that parameter estimates will be inconsistent if the data consist of prices averaged within observation periods (for example, if we use monthly data consisting of the average of daily prices within the month); this phenomenon is called temporal aggregation and direction of bias means that the efficiency of the market (i.e. estimated speed of convergence to equilibrium) will be under-estimated. The data that we shall use in this paper are weekly data and in many instances markets only traded once or twice per week, so temporal aggregation is not our primary concern.
market efficiency due to improved roads, canal building and increased newspaper circulation.

Ironically, none of the transport or communication variables were responsible for shortening the measure most widely used in the economic history literature – namely, the half life. Half lives did shorten throughout the period 1770-1820, and even fell during just the period of the Revolutionary and Napoleonic Wars. However, we are unable to find any variables that correlate with our half life estimates. Instead we find that, conditional on the general state of the economy, improved transport and communication resulted in smaller shocks to prices and that prices moving more closely together. These are the routes by which better transport and communication generated arbitrage.

The rest of our paper is organised as follows. In section 2 we describe our data quite carefully and summarise it with a series of measures that have been used elsewhere in the literature. This approach suggests that very little changed in the economy, but that is due to a large number of effects which have a tendency to cancel each other out (better transport increased market efficiency, while the Revolutionary and Napoleonic Wars increased market turbulence). In section 3 we describe the econometric issues formally. Section 4 presents examples of our econometric procedures together with our estimates of half lives and other measures of market efficiency. In section 5 we correlate our measures of market efficiency with transport and communication variables. Section 6 concludes.

2. Wheat Prices 1770-1820

In this section we provide an overview of the English wheat market in the period 1770 to 1820: our data are described in detail in Brunt and Cannon (2012). We have weekly data for the average price within each county in England, where the weekly average is calculated from prices from known towns within a county. There is good reason for confining our attention to wheat prices. First, the markets for oats, beans and peas have more missing observations. Second, the quantities traded between 1770 and 1820 were probably relatively unimportant (data on the quantities traded are not available for this period).

4 Data for London are only available until 1794 and we do not use them because the London market is not a representative area. Monmouthshire was treated as an English county at this time.
earlier period, so we cannot test this hypothesis directly, but we know that the quantities were relatively small from 1820 onwards). Third, there are even more problems with barley prices: although barley sales were relatively large, they were concentrated in a relatively small part of the year (September-November) and the market for the rest of the year is so thin that the prices are unlikely to be informative.

This leaves wheat as our focus of analysis. Given data from 1818 and later periods, we know that this grain was traded steadily throughout the year, as would be expected from the crop that was fairly easy to store and which provided the main foodstuff in the UK at this time (Petersen, 1995). There are also relatively few missing observations: out of 2604 weekly observations many counties are missing only a few data points (the worst county, Hereford, lacks just 61).

Figure 1 about here (wheat price)

Figure 1 illustrates the movement of grain prices over the whole period, plotting the minimum and maximum price in each week. The range of prices in each week is large – on average about 33 pence, or a third of the price. An alternative measure of the range of prices observed at any point in time is the standard deviation of logged prices

\[ \sigma(p)_i = \sqrt{N^{-1} \sum_i \left( \ln P_{it} - \ln \bar{P}_t \right)^2} = \sqrt{N^{-1} \sum_i \left( p_{it} - \bar{p}_t \right)^2} \]

where we use the convention that lower case \( p_{it} \) refers to the log-price in county \( i \) at time \( t \). With 2604 time-series observations, we can calculate this statistic 2604 times: we plot the annual averages in Figure 2, using the year October-September as the approximate harvest year. As a robustness check we also calculate the within-year average price for each county and then the standard deviations of these annual averages; as can be seen from Figure 2, this alternative measure is similar to the first. The standard deviation in any week is typically about 0.08, which we can interpret by saying that the standard deviation of prices was consistently about 8 per cent of the price.

\[ ^5 \text{There is no significant seasonal pattern in the standard deviation, so most of the difference between the two measures in the graph appears to be due to Jensen's inequality.} \]
Figure 2 about here (dispersion of prices between counties)

From both Figures 1 and 2, and the related calculations, there appears to be no systematic change over the fifty year period. That is, the range of prices does not trend down (which we might expect to be a consequence of greater transport links) and there is no obvious increase during the Napoleonic Wars. So, if these two effects were important, then they must have cancelled each other on this measure.\(^6\)

Of course the fact that the standard deviation of prices is fairly constant tells us relatively little about how the prices were interacting with each other. Simple correlations of the price series are uninformative because there is considerable variation in prices and prices move sufficiently closely together that the underlying trend will dwarf any other effects (typical correlations are 0.98-0.99).

A more interesting question is to ask how relative prices changed over time. To do this we take annual cross sections of the average within-harvest-year prices at the beginning of the harvest year and calculate the correlation with the corresponding prices at the beginning of the following year:

\[
\text{corr}(p_{t,g}, p_{t+1,g}) = \frac{\sum_i (p_{t,g} - \overline{p}_g)(p_{t+1,g} - \overline{p}_{g+1})}{\sqrt{\sum_i (p_{t+1,g} - \overline{p}_{g+1})^2 \sum_i (p_{t,g} - \overline{p}_g)^2}}
\]

If the pattern of relative prices in the different counties were to stay the same, then we should expect this statistic to be high. Figure 3 shows the value of the statistic for consecutive pairs of years over the whole period: given the sample size, these correlations are statistically significantly positive if bigger than 0.29. The only years when the pattern of prices changed much from the previous year are 1772, 1779, 1800 and 1808, suggesting that relative prices changed fairly slowly. In Figure 4 we plot all of the correlations \(\text{corr}(p_{t,g}, p_{t+1,g})\); where the correlation is high this is shaded red and where it is negative it is shaded blue.

\(^6\) There is no evidence that price dispersion was different in the Napoleonic Wars: the first series averages 8.0 per cent up to 1792 and then 7.9 per cent for 1793-1815, while the second falls from 6.9 per cent to 6.6 per cent (neither of these changes are statistically significant).
The pattern of relative prices is remarkably stable throughout the whole period: for example, the correlation of prices in 1788 with 1813 is 0.78. The bottom right-hand corner of the graph contains the correlations for years which are furthest apart and even here the correlations tend to be high.

Our final summary characterisation of the data is to see how price differences depend upon proximity of counties. There are a variety of spatial descriptive statistics and here we confine ourselves to Moran’s $I$ statistic\(^7\) calculated in each week $t$:

$$I_t = \frac{N \sum_{j} \sum_{i} a_{ij} (p_{it} - \bar{p}_t)(p_{jt} - \bar{p}_t)}{(\sum_{j} \sum_{i} a_{ij}) (\sum_{t} (p_{it} - \bar{p}_t)^2)}$$

where $a_{ij}$ is an indicator variable taking the value one if counties $i$ and $j$ are adjacent and is zero otherwise. Under the null hypothesis of no spatial correlation, the expected value of this statistic is $-0.024$: our calculated $I$ statistics average 0.41, typically in the range from 0.2 to 0.6, and are almost invariably statistically significant with (standard Normal) $Z$-statistics averaging 4.34. Yet again, there appears to be no systematic variation over time (there is no seasonal pattern in the Moran statistic: a regression on seasonal dummies yields a test statistic of $F(52, 2550) = 0.72$ ($p = 0.94$)).

We summarise our analysis so far by noting that, although prices were very different in the various counties for which we have data, these prices all moved closely together over the entire period. Moreover, from an analysis of summary statistics, their behaviour does not appear to have changed much over the period 1771-1820. There was a high degree of spatial correlation, which did not change much, and the relative prices in different counties was also roughly the same at the beginning of the period as it was at the end. Very similar results can be obtained whether using end-of-year prices or within-year averages, so the frequency of measurement is not a major determinant of our conclusions.

\(^7\) More sophisticated measures of spatial correlation would yield similar conclusions.
This evidence provides only the most minor support for the idea that improved transport significantly affected grain prices. The most important prediction of any model of falling transport costs would be some form of convergence, some change in relative prices or some change in the relevance of distance. From our analysis of summary statistics in this section, none of these things happened. Therefore we can only conclude that we need to model price behaviour of the individual series much more closely. In the following section we consider a framework for discriminating between different determinants of price movements.

3. Cointegrated prices: explanation and example

It is obvious from the previous section that individual price series show both large and persistent variation over time. This is true not just for our data but for many other data sets. In fact it is almost universally the case that one cannot reject the null hypothesis that any given price series has a unit root, meaning that standard statistical theory will not apply to some estimation and testing procedures. It is also common for price series to move closely together, so that the difference in – or the ratio of – two price series is much less variable and more persistent. This suggests that there is a simple equilibrium relationship between the two price series; if the difference or ratio of prices does not have a unit root then the series are cointegrated. A good introduction to this approach is provided in the appendix by Ejrnæs in Persson (1999) and we shall build on that analysis here.

We start our analysis with a fairly general cointegrating model, which illustrates the main points of this paper and can encompass many, but not all, of the other issues which may be relevant. Our exposition is confined to a situation with just two markets, $i$ and $j$, and we write the logarithm of prices in period $t$ as $p_i$. Then our starting point is the Data Generating Process (DGP):

\[
\begin{align*}
\left[ \Delta p_i^t \right]_t & = \left[ \alpha_i \right] \left[ p_{i,t-1}^t - p_{j,t-1}^t \right] + \left[ \mu_i \right] + \left[ \pi_{i,i}^{(1)} \pi_{i,j}^{(1)} \Delta p_{i,t-1}^t \right] + \cdots + \left[ \pi_{j,i}^{(k)} \pi_{j,j}^{(k)} \Delta p_{j,K}^t \right] + \left[ \varepsilon_i^t \right] \\
\left[ \Delta p_j^t \right]_t & = \left[ \alpha_j \right] \left[ p_{i,t-1}^t - p_{j,t-1}^t \right] + \left[ \mu_j \right] + \left[ \pi_{j,i}^{(1)} \pi_{j,j}^{(1)} \Delta p_{j,t-1}^t \right] + \cdots + \left[ \pi_{j,i}^{(k)} \pi_{j,j}^{(k)} \Delta p_{j,K}^t \right] + \left[ \varepsilon_j^t \right]
\end{align*}
\]

\[
\left[ \varepsilon_i^t \right] \sim N \left( \left[ \begin{array}{c} 0 \\ 0 
\end{array} \right], \omega_{i,i} \omega_{i,j} \right) ; \quad \alpha_i \leq 0; \quad \alpha_j \geq 0; \quad \alpha_j - \alpha_i < 1
\]

\[
\left[ \varepsilon_j^t \right] \sim N \left( \left[ \begin{array}{c} 0 \\ 0 
\end{array} \right], \omega_{i,j} \omega_{j,j} \right) ; \quad \alpha_i \leq 0; \quad \alpha_j \geq 0; \quad \alpha_j - \alpha_i < 1
\]
where $\Delta p^i_t \equiv p^i_t - p^i_{t-1}$ which we refer to as the price change.\(^8\) The cointegration equation can be written more compactly in vector notation as\(^9\)

\[
\Delta p_t = \alpha \gamma p_{t-1} + \mu + \sum_{k=1}^{K} \pi^{(k)} \Delta p_{t-k} + \varepsilon_t; \quad \varepsilon_t \sim N(0, \Omega); \quad \gamma \equiv \begin{bmatrix} 1 & -1 \end{bmatrix}
\]

One potential objection to this model is that it requires prices to be cointegrated regardless of how far apart the prices actually are. One view of the market efficiency is that prices will only move back towards equilibrium when they are further apart than a set of commodity points (perhaps due to transport costs); in such a case, it would be appropriate to use a Threshold ECM. While we are not unsympathetic to this view, it must be remembered that our prices are not market prices but averages within a geographical area: even if the average price gap between two markets is less than the transport costs, individual markets’ prices may have been further apart and so prices would still have been adjusting. For this reason we confine ourselves to the VECM model.

If the lagged dependent variables are not needed then the DGP can be re-written:\(^{10}\)

---

\(^8\) To avoid ambiguity, we avoid using the phrase *price difference*, which might imply either the change in price $\Delta p^i_t \equiv p^i_t - p^i_{t-1}$ or the market disequilibrium $\gamma p^i_t \equiv p^i_t - p^i_t$.

\(^9\) In our specification we follow Marks (2010) and place no restriction on the constant terms in the vector $\mu$. In some published research the constant is restricted. In some studies, it is constrained to lie in the cointegrating space (for example, in equation 5A.4 in Ejrnæs’ appendix in Persson, 1999); in others, it appears to be omitted altogether (such as in Buyst, Dercon and Van Campenhout, 2006). In calculations that we do not report here, restricting the constant has negligible impact on estimates of the half life; but omitting the constant leads to it being biased up by a factor of as much as two.

\(^{10}\) If it is correct that the variables are cointegrated (with LOOP), then the variable $\left(p^i_t - p^i_t - \lambda \right)$ is stationary and it is not necessary to use the Dickey-Fuller distribution to test the parameter in this regression: we are not sure why Studer (2008, p. 499) tests this using the DF test rather than a conventional test.
so that the difference between the two prices is a first-order auto-regressive process; the
effect of a shock dies away geometrically; and it is possible to describe this decay by a
single statistic. The time taken for half of the magnitude of a price difference to die
away is referred to as the half life, defined as

\[
HL \equiv \frac{\ln(0.5)}{\ln(1 + \alpha_i - \alpha_j)} = \frac{\ln(0.5)}{\ln(1 + \gamma \alpha)}
\]

Most authors simply substitute \( \alpha_i - \alpha_j \) into this formula to estimate the half life. In
principle this is wrong: the half life is an increasing function of \( \alpha_i - \alpha_j \); when this
quantity is less than about -0.57 the function is concave; thereafter it is convex. This
suggests that the expected value of the half life will not be the same as the half life
evaluated at the expected value of the parameters. However, in nearly all cases the
standard error of \( \hat{\alpha}_i - \hat{\alpha}_j \) is sufficiently small that it makes no difference (we discuss
details of this in the appendix).

If we re-arrange equation (4) we can obtain the squared price difference: this has the
advantage that it looks at the absolute distance between prices and so it does not matter
which price is higher\(^{\text{a}}\)

\[
E\left[\left(p'_i - p'_j\right)^2\right] = \frac{\exp\{-2 \times \text{Half life}\}}{4} E\left[\left(p'_{i-1} - p'_{j-1}\right)^2\right] + \frac{\left(\mu_i - \mu_j\right)^2}{\text{variance of the disturbances}} + \frac{\omega_{i,i} + \omega_{j,j}}{\text{covariance of the disturbances}} - \frac{2\omega_{i,j}}{\text{a function of the Half life}}
\]

This allows us to decompose the squared price difference into four components, all of
which are intuitive:

First, obviously, the average difference in prices, determined by the constant term
\( \gamma \mu_i \gamma' \) as discussed above. Subtracting this term from the RHS of the equation leaves
us with the variance of the price difference;

\(^{\text{a}}\) Since \( HL = \ln(0.5)/\ln(1 + \gamma \alpha) \) it follows that \( 1 + \gamma \alpha = 0.5 \exp\{-HL\} \).
Secondly, the variances of the disturbances $\omega_{i} + \omega_{j}$ which cause prices to change: larger disturbances result in greater dispersion of prices;

Thirdly, the covariance of the disturbances $\omega_{ij}$, which reduces the dispersion in prices. There are two ways of interpreting this variable: it is a measure of how much the markets respond instantaneously in the same way (which is a measure of integration); it is also the adjustment of prices which takes place within the period of observation (i.e. within-week price adjustment in our data). It is not possible to identify these two different effects.

Fourthly, the speed of adjustment (which Federico refers to as efficiency): the shorter the half life, the less the price dispersion this period is due to prices being out of equilibrium in the previous period.

The first component is really a measure of LOOP, rather than market efficiency. From our data set we are able to obtain estimates of the last three of these components of price efficiency. The advantage of this is that we are able to ask, not just what correlates with reduced or increased price dispersion, but also the mechanism through which changes determine the price dispersion. For example, does improved transportation reduce the variance of domestic price shocks (by allowing imports to flood into the domestic market more cheaply or quickly, and therefore offset changes in the domestic harvest)? Or does improved transportation increase the covariance of shocks (by making linking regional markets more strongly to the London market)? Or does improved transport increase the speed of adjustment of one market to another? Before we analyse these effects in more detail, however, we address some issues of estimation.

**4. Cointegration estimation**

In this section we estimate the VECM models for both the whole period and for sub-periods to allow for parameter instability. To clarify our procedures we illustrate many of our models using prices from Bedfordshire and Buckinghamshire for 1770-1820. Alphabetically, these counties are the first adjacent-county pair our data set (i.e. we chose them randomly, not because their prices series have any special characteristics). Geographically, they are large, adjacent counties; both of them are agricultural and both have almost complete data (just one missing observation each). Using data of different
frequencies, we estimate the following models (regardless of the data frequency, the half lives are measured in weeks)\textsuperscript{12}:

\[
\begin{align*}
\text{annual data} & \quad \Delta p_i^t = \begin{bmatrix} -0.603 \\ 0.272 \end{bmatrix} (p_{i-1}^t - p_{t-1}^i) + \begin{bmatrix} -0.010 \\ 0.015 \end{bmatrix} \\
& \quad \text{HL} = 17.4 \\
\text{monthly data} & \quad \Delta p_i^t = \begin{bmatrix} -0.256 \\ 0.249 \end{bmatrix} (p_{i-1}^t - p_{t-1}^i) + \begin{bmatrix} -0.006 \\ 0.009 \end{bmatrix} \\
& \quad \text{HL} = 4.3 \\
\text{weekly data} & \quad \Delta p_i^t = \begin{bmatrix} -0.127 \\ 0.133 \end{bmatrix} (p_{i-1}^t - p_{t-1}^i) + \begin{bmatrix} -0.004 \\ 0.004 \end{bmatrix} \\
& \quad \text{HL} = 2.3
\end{align*}
\]

Including seasonal dummies for the monthly and weekly data makes no quantitative difference. It is notable that using higher frequency data results in much shorter estimated half lives: using weekly data, rather than monthly, results in a half life of two weeks, rather than four.\textsuperscript{13}

\section*{Figure 6 and Table 1 about here}

The results from Bedfordshire and Buckinghamshire are fairly representative of other pairs of counties. We estimate the half life for each county pair and illustrate our results in Figure 6 and Table 1. On average, the half life estimated from data measured at an annual frequency is twenty weeks, skewed heavily to the right; whereas the half life estimated using weekly data is about eight weeks, with much less skew. The second panel of Figure 6 uses half lives estimated from weekly data to compare the distribution of half lives for all counties and for adjacent counties. Markets appear more efficient

\textsuperscript{12} One problem with constructing monthly data is that our data are “week-ending” data: sometimes there are five observations in a month and sometimes only four. So the monthly data are not equally spaced. We also estimated a model using every fourth observation so that the data were approximately monthly but equally spaced: the results were almost identical to those from monthly data.

\textsuperscript{13} This is not due to temporal aggregation (i.e. averaging observations within period, as discussed in Taylor, 2001): the annual data are taken from the first observation in October and the monthly data from the first observation of the month.
(have a shorter half life) when counties are adjacent: the average half life is only four weeks, instead of eight.

From this we conclude that it is possible to get dramatically different estimates of the half life by using data of different frequencies. Although there is probably parameter instability in all of the models, this is unlikely to explain the differences in half life estimates entirely, since all three regressions are based on the same span of data (i.e. 1770-1820) and would suffer the same instability. The more important problem is that the weekly models display significant serial correlation, suggesting that the VAR of equations (4) and (5) does not fit the data if we impose the restriction \( \pi^{(k)} \). All of the models in (9) have this restriction; all have biased parameter estimates and the degree of bias depends upon the frequency of the data used in estimation.

An important consequence of this is that we cannot compare half lives from models estimated on data of different frequencies. So research based on annual data (Studer, 2008), is not comparable to research using monthly data (Bateman, 2011; Buyst, Dercon and Van Campenhout, 2006; Goodwin and Grennes, 1998; Goodwin, Grennes and Craig, 2002; Jacks, 2005; Marks, 2010; Trenkler and Wolf, 2005), which is not comparable to research using data with two observations per month (Ejrnæs and Persson, 2000), which is not comparable to research using weekly data (Ejrnæs and Persson, 2010; Federico, 2007; Hynes, Jacks and O’Rourke, 2012).

Interestingly, estimated half lives from annual data appear slightly longer for adjacent counties than for all counties, suggesting that attempts to correlate market efficiency with distance may be ineffective or misleading when data are measured at low frequencies. If this result could be generalised then it might explain why Studer (2008, Table 5) finds only weak or ambiguous correlation between market efficiency and distance.\(^{14}\)

The presence of serial correlation suggests that more lags are needed in the VAR, but this complicates half life estimation. It is convenient to re-write the DGP as

\[ \alpha_i - \alpha_j \]

\(^{14}\) For example, Studer’s average estimate of \( \alpha_i - \alpha_j \) for 1870-1914 is \(-0.46\) when the distance is 150-300 km (a half life of 1.12 years); when the distance is 600-1000 km, the adjustment is \(-0.60\) (a half life of 0.76 years), which is considerably faster. But Studer is using annual averages (p. 396), so the half lives are all biased up (Taylor, 2001).
\[ p_t = \Phi_1 p_{t-1} + \Phi_2 p_{t-2} + \cdots + \Phi_{K+1} p_{t-K-1} + \mu + \varepsilon_t \]

\[ \Phi_1 \equiv (I + \alpha \gamma + \pi_1); \quad \Phi_2 \equiv (\pi_2 - \pi_1); \quad \ldots \quad \Phi_K \equiv (\pi_K - \pi_{K-1}); \quad \Phi_{K+1} \equiv -\pi_K \]

Pesaran and Shin (1996) show that the speed of adjustment towards equilibrium is the same regardless of which random shock causes the initial price difference. Defining

\[ B_s \equiv 0 \text{ for } s < 0 \]

\[ B_0 \equiv I \]

\[ B_s \equiv \sum_{k=1}^{K} \Phi_s B_{s-k} \text{ for } s > 0 \]

we can calculate the squared effect of a shock in period zero on the error correction (price difference) in period \( s \) to be \( \gamma B_s \Omega B_s \gamma' \), which can be normalised by adjusting for the variance of the original shock to obtain the impulse response function

\[ i(s) = \sqrt{\frac{\gamma B_s \Omega B_s \gamma'}{\gamma \Omega \gamma'}} \]

Where the model is includes no lagged dependent variables (e.g. Buyst, Dercon and Van Campenhout, 2006; Hynes, Jacks and O’Rourke, 2012; Studer, 2008) equation (12) reduces to the same geometric decay implied by equation (7), although this will still be a misleading estimate of market efficiency if the omission is inappropriate. Several authors include additional lags in the VAR (Persson, 1999, ch.5; Bateman, 2011, whose procedure is explained in Bateman, 2007; Marks, 2010); but they do not plot the full impulse response function and appear to measure market efficiency using the loadings alone, despite the fact that this gives no meaningful description of the response of prices to market disequilibrium. Trenkler and Wolf (2005) estimate a VAR with more lags, but then re-estimate the model with just one lag to get a half life. The only papers that we have found that illustrate the full dynamic response are Goodwin and Grennes (1998) and Goodwin, Grennes and Craig (2002).

To see the effect of this, we start by returning to the Bedfordshire and Buckinghamshire data, using weekly data. Two sample models that we estimated are (omitting the constant and seasonal dummies):

\[
\begin{bmatrix}
\Delta p_t^i \\
\Delta p_t^j
\end{bmatrix} =
\begin{bmatrix}
-0.095 & -0.005 & 0.257 \\
0.099 & 0.211 & -0.034
\end{bmatrix}
\begin{bmatrix}
\Delta p_{t-1}^i \\
\Delta p_{t-1}^j
\end{bmatrix} +
\begin{bmatrix}
\pi_{t-1} \\
\pi_{t-1}
\end{bmatrix}
\]
If we look at these regressions in conjunction with the weekly regression in equation (9), it is clear that the loadings get smaller as more lags are included. If an attempt were made to estimate the half life just from the loadings from equations (13) and (14) and equation (7), regressions with more lags would suggest longer half lives, illustrated in the first row of Table 2. This table also contains results for more lags, going up to 53 weeks, to take account of any additional seasonal effects. The disadvantage of including so many lags is that the confidence intervals (not reported here) are much wider.15

Table 2 about here

However, in this instance the loadings now under-state market efficiency. Consider an hypothetical situation where, from market equilibrium, prices diverge due to a disturbance causing a rise in Buckinghamshire prices in period 1 while Bedfordshire prices are constant. From equation (13) the prices move towards each other in period 2, not just due to the error correction term, but also because – in that period – the Bedfordshire price rises by $0.257\Delta p_1^{Buck}$ and the Buckinghamshire price changes by $-0.034\Delta p_1^{Buck}$. Thus, in addition to the decrease in the disequilibrium of 0.194 from the error correction, there is an additional 0.291 from the effect of the lagged price changes. These effects are illustrated in the second row of Table 2.

Figure 7 about here

We illustrate this graphically in Figure 7, which shows impulse response functions for Bedfordshire and Buckinghamshire from models with differing lags of price changes: since the data are weekly, we consider up to 53 lags to allow for seasonal effects

15 We do not address the issue of optimal lag length in this paper. Conventional criteria, such as information criteria, typically choose a compromise to maximise goodness of fit subject to minimising the number of explanatory variables. Such criteria sometimes choose models where there is still residual correlation. Which criterion is optimal is sensitive to the objectives of the research (so estimation, testing and forecasting might all yield different answers); for the purpose of this paper more lags will generally be better than fewer.
(although the model also includes seasonal dummy variables, which make little
difference). The solid black line shows the model estimated with no lags and
demonstrates geometric decay, i.e. the disequilibrium decays at the same speed
regardless of the length of time since the disturbance. So long as two or more lags are
included the impulse response function is more-or-less the same: the shape is quasi-
hyperbolic, with relatively fast decay for the first few weeks and thereafter relatively
slow decay. There is no simple formula for calculating the half life and we do so by
simple linear interpolation (where the graph cuts the horizontal line). Linear
interpolation is a slightly crude method, but the half life from this method, 2.33 weeks,
is very close to the value of 2.30 using equation (7). When more than two lags are
included in the estimation, the half life ranges from 1.23 to 1.04.

The third and fourth rows of Table 2 show that the example cannot be generalised: if we
look at all 780 county pairs then the mean average half life is actually higher when
several lags are included (the same is true for the median). However, it is the case for
adjacent-county pairs that including more lags results in shorter average half lives.
Figure 8 shows the distributions of the half lives for all 780 county pairs for differing
lags. Adding a few lags results in longer half lives and adding very large numbers of lags
results in slightly shorter half lives.

Our models hitherto have all been estimated on the whole sample from 1770 to 1820.
Obviously this is inappropriate if there is parameter instability, especially since the
economic issue is potential changes in efficiency. To address this, we divide the data set
into 4650 sets of weekly data for a given harvest year for each adjacent county pair: so,
for example, one data set would be Bedfordshire and Buckinghamshire for the harvest
year 1780-81.

The problem with this approach is that there is a strong seasonal pattern in prices that
is variable over time, and we are unable to model seasonal effects when using data
within a single year. However, Brunt and Cannon (2002) show that the seasonal pattern
is approximately saw tooth: in about the 33rd week of the year, at harvest time, prices fall
dramatically until about the 45th week: thereafter they rise approximately exponentially
(so log prices rise linearly). From this stylised fact we use the forty observations from
the 45th week of year \( t \) to the 33rd week of year \( t + 1 \) and ignore seasonal effects (the
stochastic trend is modelled through the constant term, which is not restricted to lie in
the cointegrating space). We refer to the parameter estimates for this year as belonging
to year \( t \). Forty data points is a relatively small number of observations, and we lose
observations because the need for lagged variables and due to missing data: where there are fewer than thirty observations we do not estimate parameters at all. For each of the data sets we estimate the root-mean-square price difference, the magnitude of the disturbances (measured as the standard deviation of the two disturbances), the relative size of the disturbances (measured as the ratio of the larger standard deviation to the smaller), the correlation between the disturbances and the half life. The averages of the statistics across all 93 adjacent-county pairs are illustrated in Figures 9-13.

Figures 9-13 about here.

Figure 9 shows the root mean square price difference between price pairs averaged across all adjacent-county pairs: this is the empirical measure of the left-hand-side variable of equation (8). Since this is just a description of price dispersion it is independent of any econometric modelling issues. The vertical axis is measured in percentages, so for the first part of the period this measure of price dispersion was about 4 per cent. From about 1793 onwards it rose, coinciding with the Revolutionary and Napoleonic Wars. This is consistent with Jacks (2011), but not consistent with Figure 2, which showed that the standard deviation of all prices did not rise. The apparent contradiction is resolved by the observation that relatively close markets became less integrated while overall dispersion of prices did not rise. This suggests that any effect of higher volatility from the Revolutionary and Napoleonic Wars was masked or even offset by other factors.

We now turn to our modelling results, which decompose the price variation. We do this along the lines of equation (8) but, since we allow for lagged price changes in the VECM model, this is only an approximation to the relationship between the different components.

Figure 10 confirms that the one of the major causes of the greater price dispersion illustrated in Figure 9 was that the disturbances were larger: the peaks in price disturbance in Figure 10 coincide with peaks in Figure 9, although the magnitudes are not necessarily the same. This is prima facie evidence that prices became more dispersed, not due to declining efficiency of the market, but due to the shocks hitting the economy. However, Figure 11 shows that over time the disturbances to markets became more correlated and this attenuates the effects of larger shocks on price dispersion. Higher correlation does not mean that the disturbances became more similar in size, and so we look also at the ratio of the magnitude of the shocks in Figure 12: this is the ratio of the standard deviation of the more variable disturbance to that of
the less variable disturbance. If the Revolutionary and Napoleonic Wars resulted in more similar shocks (i.e. a source of additional shocks that was the same for all markets) then the variances of the shocks should have become more similar. Over the whole period, when the magnitude of shocks is high, they are both more correlated (correlation of 0.73) and the relative size falls (correlation of -0.46).16

Figures 10 - 12 report four separate estimates: one for each set of VECM models (with zero, one, two or three lags). Especially in Figures 10 and 11, there is little difference between our estimates, as long as we include at least one lag (although the estimates from models with zero lags have a small, but noticeable, differences).

The remaining measure of market efficiency is the half lives, illustrated in Figure 13. Unlike the previous three graphs, the estimated half lives vary considerably depending on the number of lags used in the VECM. In all cases, however, the half lives tend to fall over the period: regressing the average half life on a trend results in a coefficient of about -1 per cent: this is true even if the estimation is only for the period 1792-1815.17

This suggests that market efficiency was improving throughout the period including the Revolutionary and Napoleonic Wars. The reason that this does not show up in measures of price dispersion is that the shocks to the economy were simultaneously increasing.

To summarise this section: estimates of market efficiency are highly sensitive to both the frequency of the data and the number of lags included in time series models. The differences are sufficiently large that they suggest comparison of research using different methods or frequencies is hazardous. We have shown informally how the dispersion in prices can be decomposed into the magnitude of the shocks, the correlation of the shocks and the speed to convergence (half life).

Our data confirm that the Revolutionary and Napoleonic Wars saw increased price dispersion, but we show that this was not due to less efficient markets. The evidence suggests that market efficiency continued to increase, even while the magnitude of

16 Results are almost identical regardless of the number of lags in the VECM.

17 This is only a crude calculation: using Newey-West standard errors to compensate for the obvious serial correlation suggests that the relationship is statistically significant at the 5% level when the half lives are calculated from VECMs with zero, two or three lags and at the 10% level for one lag.
shocks grew larger: the reason for greater price dispersion was that the latter predominated.

5. The effect of transport on market efficiency

In the previous section we showed that there was evidence that market efficiency improved, but that this failed to reduce dispersion in prices because the magnitude of the shocks hitting the economy were simultaneously increasing. This raises the question of whether we can find any effect of transport and communication variables on market efficiency.

Our procedure is similar to that of Jacks (2011), but for three differences. First, we only consider adjacent county pairs. This is mainly because transport – such as roads or canals – is only conceptually easy to measure for adjacent counties: where counties are not adjacent it is not obvious how they would be linked for arbitrage purposes.18 We are also concerned about the statistical properties of using all 780 county pairs: since these are based on only 40 price series, they are not independent.

Secondly, Jacks looks at a single measure of price dispersion (albeit a slightly different one to us), but we look at three of the components of price dispersion.

Finally, we increase the number of controls by the using both year and county-pair fixed effects instead of the alternative of time-series variables (such as severity of war, measured by battle casualties). The reason for this is that we are primarily interested in the effect of transport variables (we take it as read that warfare disrupted markets) and so are content to use a relatively large set of control variables.

We use two transport variables. The first is a dummy variable indicating that the two counties were linked by a canal. The second is a measure of turnpiked roads in the two counties defined as

\[ \text{Road}_{(i,j),t} = \frac{M_{i,t} + M_{j,t}}{A_i + A_j} \]

where \( M_{i,t} \) is the mileage of turnpiked road in county \( i \) in year \( t \) and \( A_i \) is the area of the county in hundreds of square miles. At first it might seem strange to measure road

\[ \text{18} \text{ One possibility is coastal traffic. To the extent that this is constant, it is modelled in the fixed effect.} \]
linkages by the average road density, since transport links are typically thought of as between two markets. But recall that our data are average prices within counties and therefore we would only expect one county’s average price to converge to the other’s if all markets were connected within the two counties. Given the price and road data that are available, this measure seems appropriate.

The final variable that we use is a measure of communication. The timing of price changes is determined less by the existence of transport than by the arrival of news. We use data on newspaper circulation in the towns from which our wheat prices were collected. Underlying data on newspaper circulation were taken from Gibson (1991) and from this we calculated the proportion of towns in adjacent-county pairs that had at least one newspaper.\textsuperscript{19}

\textbf{Table 3 about here (regression results)}

Our first set of regression results are reported in Table 3. The first column reports the regression for price dispersion, which we know to have increased during the Napoleonic Wars. Given the huge variability in price dispersion – and the fact that road and canal and newspaper networks only evolved relatively slowly – it would be unsurprising if none of the variables were statistically significant. However, the Canal indicator is statistically significant at conventional levels and it suggests that a canal reduced the root-mean squared price difference by one-quarter of one per cent. The effect for newspapers is statistically significant at the ten per cent level, but the effect is relatively small: in a county pair with a total of ten towns, the presence of one additional newspaper in a town previously without a newspaper would reduce the root-mean-squared price difference by only 0.7 per cent.

The remaining four columns of Table 3 report the regression results for the components of market integration (based upon estimates of the VECM with no lags). Both Roads and Canals appear to reduce the variance of the shocks: to make the coefficients easier to interpret we use the standard deviation rather than the variance. An extra ten miles of turnpike per hundred square miles would reduce the standard deviation of the shocks by about one-third of one per cent, while the presence of a canal would reduce the standard deviation by about one-sixth of a per cent. Theoretically, the effect of

\textsuperscript{19} As a robustness check we also considered the average number of newspapers in circulation: the results were quantitatively very similar.
transport on the variance of price changes is ambiguous (depending on elasticities of supply and demand); but it appears in this instance that the lower transport costs allowed risk-sharing through pooling of risks in separate locations. The effect is large, as evidenced by the R-squared.

Our other two measures of the shocks are the ratio of the magnitudes and the correlation. Roads and Newspapers appear to reduce the ratio of the variance of the shocks: in other words, if a shock hits one market then the size of the shock hitting the other market is more likely to be the same size. This is prima facie evidence that both Roads and Newspapers increase market efficiency, as the disturbances in the two markets have a more similar magnitude. Surprisingly the Roads variable has only a minimal effect on the correlation of the disturbances, suggesting that it does not increase efficiency, but Canals and Newspapers do.

Both Roads and Canals have a positive and statistically significant effect on the half life, which suggests that they reduce market efficiency. The effects appear to be large: an extra ten miles of road per hundred square miles apparently increases the half life by two-thirds of a week (i.e. four to five days) and a canal by one-third (two days). These results are counter-intuitive.

Our analysis so far is based on measures of market integration from models where there are no lagged price changes in the VECMs. Table 4 provides comparative analysis for components estimated from VECMs with different numbers of lags (the first row reproduces the information in Table 3).

Table 4 about here (comparative regression results)

We have already seen from Figures 9-12 that our estimates of most components of market integration are similar regardless of the number of lags used in the VECM estimation. So it is unsurprising that the first four panels of Table 4 provide very similar conclusions regardless of which version we use. The first panel shows consistently that the magnitude of shocks (measured by the standard deviation of the disturbances) is reduced by the transport variables. The effect of Roads is marginally statistically significant, but the Canal indicator is significant at the 1 per cent level.

The statistical significance of newspapers on the correlation of the disturbances is very strong. The correlation is measured conventionally (i.e. it takes a value between plus and minus one), so if one extra town got a newspaper (out of two counties with a total of ten towns) then the correlation would change by 0.02, which is quite a large effect.
As expected, the biggest effect of including different lags is felt in models of the half life. The parameter estimate for Newspapers is very sensitive to the half-life measure, but is never statistically significant. Parameter estimates for the transport variables continue to have the “wrong sign”, suggesting mis-specification or omitted variables in the panel regression, but are nowhere near statistically significant. These results confirm the methodological point that estimating half lives from VECMs with insufficient lags not only biases the half lives up, but results in measures which cannot reliably be correlated with other explanatory variables.

In terms of our understanding of market efficiency in the Revolutionary and Napoleonic Wars, we conclude that – although prices converged to equilibrium more quickly – we are unable to explain why. Our transport and communication variables seem to have had more effect on price changes at a frequency of less than a week.

6. Summary and Discussion

We have analysed the comprehensive data set of London Gazette English grain prices for 1771-1820. In the spirit of Federico (2012), who notes that different authors have used different techniques, we have reported a variety of measures. Summary statistics of the data set suggest that the market was remarkably stable over this fifty year period, despite the expansion of transport networks and the shocks of wars. Looking at the graphs in section 2, it is difficult to see anything that has changed over the period, other than prices all moving up during the Napoleonic wars.

An increasingly popular tool for measuring market efficiency is the use of VECM models. Whilst it is well understood that the conclusions of these models depend upon the data frequency, we have – until now – had little idea of the magnitude of this effect. Since we have a complete set of weekly data, we have been able to estimate the speed of convergence to equilibrium not only on high frequency data, but also on lower frequency data, and thus quantify the importance of this issue. We show (in Table 1) that, on data where the “half life” appears to be about eight weeks, the use of monthly data would raise our estimate to eleven weeks; and the use of annual data would raise our estimate to twenty-two weeks. Furthermore, on our data the upward bias seems to be higher for those county pairs that are adjacent and for which the true half life is lowest.

A further issue that we estimate is whether the underlying assumption of geometric decay in price dispersion is correct. Using models with richer dynamic structures, we
find that the convergence to equilibrium is quasi-hyperbolic, rather than geometric; that estimates of the half life may differ significantly; and that this may change the ordering of which markets we believe to be most efficient.

These two points taken together suggest that it may be difficult to compare reliably previous studies that use different frequency data or omit additional lags in time series estimation.

Our analysis supports the work of Jacks (2011), which finds that prices became more dispersed during the Napoleonic Wars, although price dispersion also remained high immediately after the conflict was over in 1816-17. The major reason for the increase in price dispersion was disturbances in the price dynamics: shocks from abroad mattered more, and so the disturbances to prices became larger, more highly correlated and more similar in size. There was an increase in market efficiency, as measured by the half life, but the effect of this was relatively small.

Our final contribution is to see whether transport and communication variables can explain either the overall behaviour of prices or the underlying components. The transport variables, but not our measure of newspapers, reduce the magnitude of random changes in prices, suggesting that arbitrage acts as a form of risk-pooling and reduces overall price variation. The primary importance of the transport variables appeared to be on the magnitude of the shocks, although this was not the only mechanism. Newspapers sped up the transmission of information, so that shocks to prices were more correlated: information arrived in different places at the same time. Market efficiency (moving towards equilibrium) occurs both within the period of observation (i.e. within the week) and over longer periods: the latter is measured through the half life. We know that the half life fell over the period 1770-1820, but estimates of this variable are sensitive to the model used: regardless of this, we are unable to explain the decline in the half life with the transport and communication variables that we have used here.
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Appendix: The Expected Half Life

As noted above the formula for the half life is

$$HL \equiv \frac{\ln(0.5)}{\ln(1 + \alpha_i - \alpha_j)} = \frac{\ln(0.5)}{\ln(1 + \gamma \alpha)}$$

Where only estimates of the parameters are available, the issue is how to obtain the expected value of this quantity:

$$E[HL] = E \left[ \frac{\ln(0.5)}{\ln(1 + \gamma \alpha)} \right] = \frac{\ln(0.5)}{\ln(1 + \gamma E[\alpha])}$$

To check the importance of this, we tried a Monte Carlo procedure to calculate the expected half life. So long as the sample is sufficiently large, or the disturbances have a distribution which is not too far from the Normal, it follows that

$$\bar{\alpha_i} - \bar{\alpha_j} \sim N\left(\alpha_i - \alpha_j, \text{var}\left(\alpha_i - \alpha_j\right)\right)$$

Using this as a basis, we simulate 10,000 values $\alpha_i - \alpha_j$ from a Normal distribution $N\left(\alpha_i - \alpha_j, \text{var}\left(\alpha_i - \alpha_j\right)\right)$ and calculate the corresponding 10,000 half lives (in a very small number of cases the draw of $\alpha_i - \alpha_j$ is negative and these are discarded). The mean of these then corresponds to the expected half life. We found that in nearly all cases the standard error of $\bar{\alpha_i} - \bar{\alpha_j}$ is so small that the HL and EHL are almost the same: the reason for this is that the correlation of $\hat{\alpha}_i$ and $\hat{\alpha}_j$ is very high.
Figures and Tables

Figure 1: Wheat prices 1770-1820

*Figure shows the minimum, maximum and average London Gazette wheat price in each week from November 1770 to September 1820.*
Average weekly standard deviation: the standard deviation of log prices is calculated for each week of the sample and then the 52 standard deviations are averaged for a harvest year (Oct-Sep); standard deviation in annual average: the harvest-year mean price is calculated for each county and then the standard deviation is calculated of the forty mean prices.
Figure 3: Year-on-year correlations of cross-sections of prices

The graph plots the correlations of county prices in each year with prices in the following year (equation 2).
Figure 4: Correlations of cross-sectional price series for all year-pairs

The graph plots the correlation of county prices in each year with all other years.
Each point plotted in the figure is a Moran I statistic calculated from a separate cross-section of weekly wheat prices using the formula in equation (3).
Figure 6: Distribution of half lives from models estimated on 1770-1820 data

Each distribution in the top panel is based on 780 half lives (slightly fewer for annual data, where some half lives could not be calculated). Each half life is estimated using a model of the form in equation (9) using data from the entire period 1770-1820, except where one of the prices is from London when it is 1770-1793. The bottom panel reproduces the distribution of all 780 half lives from the top panel and compares it to the distribution of the 103 half lives where the counties are adjacent.
The graphs illustrate the speed with which a log-price difference dies away over time (the horizontal axis is measured in weeks). Each impulse response function is estimated using equations (10) to (12). The underlying models are estimated on the full sample of weekly data from 1770-1820 and differ only in the number of lagged dependent variables (the parameter $K$).
Each of these distributions summarises the half lives from 780 regressions, each of which is estimated on weekly data for a county pair for the entire period 1770-1820. The only difference between the distributions is the number of lagged price changes used in the regression. These distributions are based on the same information as the third row of Table 2. Note that all the half lives were positive but an artefact of the kernel smoothing method used to estimate the density was that the curves appear to extend to the left of the origin.
Figure 9: Dispersion of prices (average rmspd of adjacent-county pairs, per cent)

Figure 10: Mean standard deviation of disturbances for each year (per cent)
Figure 11: Mean correlation of disturbances for each year

Figure 12: Mean ratio of standard deviations of disturbances
Figure 13: Mean of half lives for each year (weeks)
### Table 1: Summary of half lives estimated for 1770-1820

<table>
<thead>
<tr>
<th></th>
<th>All county pairs</th>
<th>Adjacent-county pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>weekly</td>
<td>monthly</td>
</tr>
<tr>
<td><strong>frequency of data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>mean</strong></td>
<td>8.0</td>
<td>10.8</td>
</tr>
<tr>
<td><strong>median</strong></td>
<td>7.7</td>
<td>10.4</td>
</tr>
<tr>
<td><strong>st.dev.</strong></td>
<td>3.2</td>
<td>3.7</td>
</tr>
<tr>
<td><strong>minimum</strong></td>
<td>1.5</td>
<td>3.3</td>
</tr>
<tr>
<td><strong>maximum</strong></td>
<td>18.7</td>
<td>25.8</td>
</tr>
</tbody>
</table>

The first three columns summarise the distribution of 780 half lives (slightly fewer for annual data, where some half lives could not be calculated). Each half life is estimated from a regression of the form in equation (9) using data from the entire period 1770-1820, except where one of the prices is from London when it is 1770-1793. The final three columns report analogous statistics for the 103 pairs where the counties are adjacent.
<table>
<thead>
<tr>
<th>Number of lags</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>13</th>
<th>53</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bedfordshire and Buckinghamshire</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Half life based on loadings</td>
<td>2.30</td>
<td>3.18</td>
<td>3.86</td>
<td>4.07</td>
<td>4.66</td>
<td>6.73</td>
</tr>
<tr>
<td>Half life from impulse response function</td>
<td>2.33</td>
<td>2.53</td>
<td>1.23</td>
<td>1.14</td>
<td>1.06</td>
<td>1.04</td>
</tr>
<tr>
<td><strong>Average for all 780 county pairs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Half life from impulse response function</td>
<td>7.72</td>
<td>8.50</td>
<td>8.36</td>
<td>8.16</td>
<td>6.66</td>
<td>6.44</td>
</tr>
<tr>
<td><strong>Average for the 93 adjacent-county pairs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Half life from impulse response function</td>
<td>4.09</td>
<td>4.61</td>
<td>4.28</td>
<td>3.71</td>
<td>2.95</td>
<td>2.80</td>
</tr>
</tbody>
</table>

Results are based on regressions using weekly data for Bedfordshire and Buckinghamshire for the whole period 1770-1820: the only difference is the number of lagged price changes. The half life in row 1 is based upon equation (7). The half life in row 2 is based upon Figure 7: linear interpolation is used to see where the impulse response function crosses the line \( h = \frac{1}{2} \). Half lives in rows 3 and 4 are calculated analogously to those in row 2.
### Table 3: Regression analysis

<table>
<thead>
<tr>
<th></th>
<th>Root mean square price difference</th>
<th>Components of price dispersion (from VECM with no lagged price changes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average St. Dev.</td>
<td>Ratio St. Dev.</td>
</tr>
<tr>
<td>Roads</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.027 (1.310)</td>
<td>-0.030 (2.517)</td>
<td>-0.015 (2.526)</td>
</tr>
<tr>
<td>Canals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.236 (1.967)</td>
<td>-0.171 (2.440)</td>
<td>0.011 (0.305)</td>
</tr>
<tr>
<td>Newspapers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.735 (1.708)</td>
<td>-0.073 (0.264)</td>
<td>-0.705 (3.874)</td>
</tr>
<tr>
<td>N × T</td>
<td>4642</td>
<td>4642</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.356</td>
<td>0.722</td>
</tr>
</tbody>
</table>

Results are for five different regressions, each for a panel for fifty harvest years (1770-71 to 1819-20 and 93 adjacent-county pairs. Other than the Canals, Roads and Newspapers explanatory variable, there are adjacent-county-pair fixed effects and year fixed effects. T-statistics in parentheses are robust to heteroskedasticity and within-group correlation. The R-squared refers to within-group variation.
Table 4: Regressions using different measures of market integration

<table>
<thead>
<tr>
<th>No. of lags</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dependent variable: Average standard deviation of disturbances</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roads</td>
<td>-0.030</td>
<td>-0.024</td>
<td>-0.025</td>
<td>-0.026</td>
</tr>
<tr>
<td></td>
<td>(2.517)</td>
<td>(1.941)</td>
<td>(1.965)</td>
<td>(2.056)</td>
</tr>
<tr>
<td>Canals</td>
<td>-0.171</td>
<td>-0.196</td>
<td>-0.205</td>
<td>-0.204</td>
</tr>
<tr>
<td></td>
<td>(2.440)</td>
<td>(2.641)</td>
<td>(2.720)</td>
<td>(2.687)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>-0.073</td>
<td>-0.034</td>
<td>-0.124</td>
<td>-0.111</td>
</tr>
<tr>
<td></td>
<td>(0.264)</td>
<td>(-0.117)</td>
<td>(0.418)</td>
<td>(0.366)</td>
</tr>
<tr>
<td>N × T</td>
<td>4642</td>
<td>4642</td>
<td>4642</td>
<td>4642</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.722</td>
<td>0.688</td>
<td>0.680</td>
<td>0.674</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dependent variable: Ratio of standard deviations of disturbances</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roads</td>
<td>-0.015</td>
<td>-0.014</td>
<td>-0.013</td>
<td>-0.013</td>
</tr>
<tr>
<td></td>
<td>(2.526)</td>
<td>(2.250)</td>
<td>(2.079)</td>
<td>(2.087)</td>
</tr>
<tr>
<td>Canals</td>
<td>0.011</td>
<td>0.015</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>(0.305)</td>
<td>(0.465)</td>
<td>(0.142)</td>
<td>(0.132)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>-0.705</td>
<td>-0.709</td>
<td>-0.674</td>
<td>-0.601</td>
</tr>
<tr>
<td></td>
<td>(3.874)</td>
<td>(3.760)</td>
<td>(3.524)</td>
<td>(3.216)</td>
</tr>
<tr>
<td>N × T</td>
<td>4642</td>
<td>4642</td>
<td>4642</td>
<td>4642</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.090</td>
<td>0.085</td>
<td>0.084</td>
<td>0.086</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dependent variable: Correlation of disturbances</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roads</td>
<td>0.002</td>
<td>0.004</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(0.640)</td>
<td>(1.236)</td>
<td>(1.039)</td>
<td>(1.122)</td>
</tr>
<tr>
<td>Canals</td>
<td>0.032</td>
<td>0.029</td>
<td>0.032</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>(1.987)</td>
<td>(1.717)</td>
<td>(1.851)</td>
<td>(2.060)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>0.202</td>
<td>0.213</td>
<td>0.188</td>
<td>0.187</td>
</tr>
<tr>
<td></td>
<td>(3.044)</td>
<td>(3.320)</td>
<td>(2.939)</td>
<td>(2.953)</td>
</tr>
<tr>
<td>N × T</td>
<td>4642</td>
<td>4642</td>
<td>4642</td>
<td>4642</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.340</td>
<td>0.316</td>
<td>0.313</td>
<td>0.302</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dependent variable: Half life</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roads</td>
<td>0.067</td>
<td>0.063</td>
<td>0.039</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>(2.316)</td>
<td>(1.673)</td>
<td>(1.044)</td>
<td>(1.508)</td>
</tr>
<tr>
<td>Canals</td>
<td>0.307</td>
<td>0.199</td>
<td>0.397</td>
<td>0.281</td>
</tr>
<tr>
<td></td>
<td>(2.131)</td>
<td>(0.852)</td>
<td>(1.771)</td>
<td>(1.181)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>-0.296</td>
<td>1.132</td>
<td>0.928</td>
<td>-0.243</td>
</tr>
<tr>
<td></td>
<td>(0.332)</td>
<td>(1.084)</td>
<td>(1.051)</td>
<td>(0.195)</td>
</tr>
<tr>
<td>N × T</td>
<td>4564</td>
<td>4384</td>
<td>4330</td>
<td>4308</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.051</td>
<td>0.032</td>
<td>0.030</td>
<td>0.032</td>
</tr>
</tbody>
</table>
Results are for sixteen separate regressions. The explained variables are themselves estimated from regressions on weekly data for each county pair: the column headings refer to the number of lags in the first-stage time-series regressions.